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• to overcome convergence into a local minimum, the whole process 
is repeated several times 
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RANSAC

• idea: search a line that passes nearby as many points as 
possible

• definition similar to M-estimator, but σ is discontinuous

error term=8
→ bad fit
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RANSAC cont.

• 1st trial: 6 outliers
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